Yue Luo等人在CVPR2018发表了一篇Spotlight论文，提出基于单目图像的深度估计算法，大幅度提升基于单目图像深度估计的精度，

基于单目图像的深度估计算法具有方便部署、计算成本低等优点，受到了学术界和工业界日益增长的关注。。现有的单目深度估计方法通常利用单一视角的图像数据作为输入，直接预测图像中每个像素对应的深度值，这种解决方案导致现有方法通常需要大量的深度标注数据，而这类数据通常需要较高的采集成本。。近年来的改进思路主要是在训练过程中引入隐式的几何约束，通过几何变换，使用一侧摄像机图像（以下称右图）监督基于另一侧摄像机图像（以下称左图）预测的深度图，从而减少对数据的依赖。但这类方法在测试过程中仍然缺乏显式的几何约束。为了解决上述问题，本文提出单视图双目匹配模型(Single View Stereo Matching, SVS)，该模型把单目深度估计分解为两个子过程，视图合成过程和双目匹配过程。

基于卷积神经网络的立体匹配和传统方法的差别主要体现在匹配代价计算方法的不同，前者通过使用卷积神经网络学习小图像块上的相似性度量来解决该问题。通过构建具有相似和不相似的像对的示例的二元分类数据集，以监督的方式执行训练。

LeCun

课题目标：提高立体匹配算法在低纹理区、深度不连续区和遮挡区域的匹配精度和速度

研究内容：立体匹配算法在低纹理区、深度不连续区和遮挡区域的误匹配问题以及全局匹配算法的耗时问题

研究意义：立体匹配是双目立体视觉中最关键的步骤，而当下双目立体视觉被应用虚拟现实、机器人导航、无人驾驶、3D场景重建、工业检测等领域，进一步提高立体匹配算法的精度和速度都会促进立体视觉在这些应用上的表现。

预期成果：本课题预期通过提出的算法，实现纹理区、深度不连续区以及遮挡区的匹配精度和速度的优化。

1.数据预处理：首先，从Middlebury测试平台上下载存在弱纹理、深度不连续和遮挡的图像对。噪声是影响匹配效果的因素，因为我们要研究针对弱纹理和深度不连续的立体匹配方法，所以应该尽可能地去除其他影响匹配效果的因素，所以先对图片进行去噪处理。

2.视察计算：1）面向弱纹理的匹配：本方法考虑运用增加控制点的方式减小匹配时间，具体做法就是在执行全局立体匹配之前，先通过基于特征的立体匹配找到多个可信度非常高的点当作控制点，在执行全局立体匹配时，这些控制点将发挥引导作用，使全局算法中的很多步试探步骤变为一步确定步骤，既能降低算法的运算时间，同时提高了精度。

2）面向深度不连续区的匹配:先将不同物体给划分到不同的块里，当滑动窗口经过时，根据目标像素所处的区域，给和其在同一区域的邻域像素赋予较大的权重，和其不在同一区域的领域像素赋予0权重，那么这样将大大降低深度不连续区的误匹配问题。而图像分割算法一般非常耗时，在这里我们选择基于对象的分割算法，它可以达到快速分割的目的，并且也可以将不同的物体划分开来。

3.视差修正：首先进行左右一致性检测，检测出奇异点（遮挡点和误匹配点），将奇异点分为遮挡点和匹配点，然后对视差图的进行插值操作，不同的奇异点对应着不同的插值策略，其中对于遮挡点的差值策略，我们运用一种颜色相似性的选取算法，即根据遮挡区和周围像素点的颜色接近程度，给周围像素点赋予一定的权重，最后将其相加即可得到遮挡区的视差值，这有点类似匹配代价阶段的自适应权重方法。通过前面两步操作通常还需要进行视差图细化，目的是使离散的视差值连续化，最后一步操作是平滑滤波，常用的平滑滤波是中值滤波，中值滤波可以在消除视差图中孤立噪点的同时尽可能的保留边缘信息，从而达到视差修正的目的。

4.精度评估：在Middlebury提供的测试数据和评价指标进行算法的测试。
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